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Effect of surface morphology on the sputtering yields.
I. Ion sputtering from self-affine surfaces
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Abstract

As extensive experimental studies have shown, under certain conditions, ion bombardment of solid targets induces a

random (self-affine) morphology on the ion-eroded surfaces. The rough morphology development is known to cause

substantial variations in the sputtering yields. In this article, we present a theoretical model describing the sputter yields

from random, self-affine surfaces subject to energetic ion bombardment. We employ the Sigmund’s theory of ion

sputtering, modified for the case of self-affine surfaces, to compute the sputter yields. We find that the changes in the

sputtering yield, associated with the non-planar surface morphology, are strongly dependent on the parameters

characterizing the surface roughness (such as the saturation width and the correlation length) and the incident ion beam

(such as the incident ion energy and the deposited energy widths). It is shown that, for certain ranges of the parameters

variations, surface roughness leads to substantial enhancements in the yield, with magnitude of the effect being more

than 100%, as compared to the flat surface value. Furthermore, we find that, depending on the interplay between these

parameters, the surface roughness can both enhance and suppress the sputter yields.

� 2004 Elsevier B.V. All rights reserved.

PACS: 68.35.C; 34.50.D; 81.65.C; 79.20.R
1. Introduction

Ion-bombardment of solid surfaces with ener-
getic ions is known to cause sputtering of atoms

from the target surfaces and often leads to the

development of a number of non-trivial surface
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morphologies. The general interest in the phe-

nomenon of sputter erosion stems from its exten-

sive use in a variety of applications related to the
surface analysis. These applications include, but

not limited to, secondary ion mass spectroscopy

(SIMS), Auger electron microscopy (AES) and the

X-ray photoelectron spectroscopy (XPS). A suc-

cessful application of these techniques requires a

detailed knowledge of the processes taking place

at the surfaces of ion-eroded materials. Although

significant progress has been made in under-
standing the interaction of energetic particles

with solid targets, there still exists a number of

unresolved issues including those related to the
ved.
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secondary ion yields changes in the SIMS and,

associated with these changes, depth profile deg-

radation, which is known to occur when the sur-

face roughness is developed. In the light of
technological importance of SIMS, many experi-

mental as well as theoretical studies have been

focused on the problem of surface profile degra-

dation and the secondary ion yield changes, taking

place during erosion of surfaces with a non-planar

morphology. For a better control of this tech-

nique, it is essential to either find a way to predict

accurately the sputtering yields from rough sur-
faces or to suppress the roughness development.

Up to now, an accurate correction procedure

accounting for the ion yield changes in SIMS was

not developed due to a complex character of the

problem. On the other hand, the experimental

observations suggest that the surface morphology

development leads to considerable modifications

in the sputter yields. A number of studies of the
effect of the surface roughness on the sputter yield

behavior were undertaken, with particular

emphasis on the surfaces with ripple morphology

[4–16]. It is well understood by now that the ob-

served sputter yield variations are caused by the

development of the ripple morphology on the ion-

eroded surfaces [6,11,13,16], in which case the

surface roughness development may result in more
than 100% large sputtering yield enhancements.

Moreover, a number of studies have shown that

the ripple formation can be suppressed by sample

rotation [4,9]. In this case no sputter yield changes

were observed. Based upon the theory of ripple

formation, due to Bradley and Harper [17], a

theoretical explanation of the effect of sample

rotation on the ripple structure was given in
[18,19].

Recently, a number of studies of morphology of

the ion-bombarded surfaces were undertaken,

which allowed to conclude that, under certain

experimental conditions, target surfaces can un-

dergo kinetic roughening, with resultant surfaces

being random and possessing the self-affine prop-

erties. Experimental [20–28] and theoretical [29–
44] studies, focusing on the characterization of the

rough surfaces, have provided the basis for

development of the tools adequately describing the

self-affine surfaces. As a result, by now there exists
extensive experimental evidence that the ion-sput-

tered surfaces may develop the self-affine profiles,

which can be adequately described by the existing

theoretical concepts involving the fractal geome-
tries. Thus, it is understood that the rough mor-

phology of the self-affine interfaces can be

described in terms of the surface width and the

correlation length [30]. The applicability of the

scaling theory to the description of the rough

surfaces was verified by extensive experimental

studies performed with different materials,

including graphite [20,21], iron [22] and Si [23].
These studies were complemented by atomistic

simulations of the ion-bombardment process,

which allowed for the microscopic level of under-

standing of the mechanisms governing the surface

roughness development and evolution. The surface

ripple characteristics and the kinetic roughening

exponents were computed in [45–48] and com-

pared with experimental data and theoretical re-
sults, thus validating the concepts uncovered in

experimental studies and continuum-description-

based theoretical models.

Although numerous experimental investiga-

tions show that the surface roughness leads to

considerable modifications of the sputtering yields,

there is no analytical theory, which would account

for this effect. Indeed, the classical theoretical lit-
erature, focusing on the ion sputtering, is based

upon the flat surface approximation, thus com-

pletely ignoring the surface roughness [1–3]. It

should be noted, however, that a number of Monte

Carlo simulation based studies were performed to

study the effect and provided an invaluable infor-

mation on the process of sputtering of the rough

surfaces [49–51]. On the other hand, such studies
are not portable and does not allow to investigate

sufficiently large number of surface profile config-

urations, which affects the limit of applicability of

such computer-based models. An analytical model

is required, which would allow for calculating the

sputter yields for any target material, bombarded

under various experimental conditions. As we

show below, development of such model is feasible
due to the universal character of the roughness

exponents.

In this article, we provide a detail discussion

of our model of the ion sputtering from random,
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self-affine surfaces, which allows us to investigate

the influence of the surface roughness on the

sputtering yields. A short account of the model

was previously reported on in [52]. In the follow-
ing, we discuss various details of our approach and

further the discussion of the effect of target surface

roughness on the sputter yields. In our model, we

envisage the rough surfaces of target materials as

fractal-like structures with random modulations of

height, being fully characterized by the surface

width and the correlation length. These two are

well defined quantities, measurable in experiment

[30]. The case of rippled surfaces is considered in a

separate publication [53]. In the basis of our model

is the expression for the deposited energy distri-

bution, released by an incoming ion inside the bulk

of a target material, adopted from the Sigmund’s

theory of ion sputtering. This theory is known to

work reasonably well, from both qualitative and

quantitative points of view, for amorphous targets
in the experimentally relevant range of energies

from 1 to 100 keV [54]. Our model does not in-

clude the case of low-energy sputtering and the

limitations thereof are defined by those coming

from the Sigmund’s theory [54,55]. Using the Sig-

mund’s theory, we obtain an analytical expression

for the sputtering yield as a function of the

parameters characterizing the incoming ion beam
and the target material surface. A combination of

numerical and analytical methods is used to

investigate the behavior of the yield as a function

of the parameters characterizing the roughness of

the ion-eroded surfaces (such as the saturation

width and correlation length) and the ion bom-

bardment process (such as the incident ion pene-

tration depth and the widths of the deposited
energy distributions). We find that the surface

roughness can substantially modify the sputtering

yields, with magnitude of the effect being depen-

dent on a complex interplay between the parame-

ters characterizing the surface roughness and the

incident ion beam. Our results allow us to make

rather specific predictions regarding the effect of

the surface roughness on the yield, and we discuss
the conditions under which they can be tested

experimentally. In particular, we show that the

flat-surface approximation (used in all previous

analytical works) cannot be used to describe the
rough surfaces even in the first approximation

since the roughness-induced yield variations can be

larger than 100%. Note that qualitatively similar

results were obtained in the case of rippled sur-
faces. In the latter case, we directly confronted our

theory with experimental results on the sputter

yield changes, taking place during the ion bom-

bardment of the rippled surfaces, and observed

that all the major features of the yield behavior are

in qualitative agreement with experiments. In some

cases, there is also a quantitative agreement be-

tween our results and experiments data [58]. This
fact as well as some indirect experimental obser-

vations allow us to conclude that the presented

here model describes well the process of ion sput-

tering from random surfaces and can be of some

value to experimentalists working with the ion-

erosion-based techniques.

The rest of the article is organized as follows.

Section 2 is devoted to discussion of the theoretical
models describing the self-affine morphologies of

the rough surfaces. This includes the aspects of

kinetic roughening theory and methods of char-

acterization of the self-affine surfaces. Next, in

Section 3, we shortly overview the results of

experimental studies devoted to the ion-induced

kinetic roughening and characterization of the

self-affine morphologies. A brief overview of the
Sigmund’s theory of ion sputtering, including

the discussion of the limits of applicability of this

theory, is given in Section 4. In Section 5, we de-

rive the equation describing the sputter yield in the

case of random (self-affine) surfaces. Further, in

Section 6, we concentrate on discussion of the

obtained results, which are compared with avail-

able experimental data and previously reported
results of the atomistic modeling studies. Finally,

the main results of our study are briefly summa-

rized in Section 7.
2. Scaling theory

The recent advances in the field of fractals,
associated with the advent of modern concepts of

fractal geometry, universality classes, and scaling,

provided the necessary theoretical basis for study-

ing both the steady-state surface morphologies and
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their time evolution. The major breakthrough in

understanding of the temporal evolution of non-

equilibrium interfaces is associated with derivation

of the Kardar–Parisi–Zhang (KPZ) equation,
which was shown to adequately describe various

aspects of the steady-state surface morphologies

and their time evolution [32]. The KPZ equation

describes the temporal evolution of a surface pro-

file hðx; y; tÞ, under growth (or erosion) conditions,

and have the following form:

oh
ot

¼ mr2hðx; y; tÞ þ k
2
ðrhðx; y; tÞÞ2 þ gðx; y; tÞ:

ð1Þ
The first term on the rhs describes the relaxation of

an interface due to the surface tension, m, while the
second is a generic non-linear term incorporating

the interface growth or erosion. This term arise as

the lowest-order correction in the evolving inter-

face velocity expansion in the local surface profile

gradients (i.e. oh=ot ¼ v
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½1þ ðrhÞ2�

q
), and is ex-

pected to appear in the systems undergoing lateral

growth [32]. Further details on derivation of the

KPZ equation, including concise discussion of the

origin of the non-linear term, are available in [32].

The stochastic noise gðx; y; tÞ reflects the random

fluctuations in the growth process and is given by

an uncorrelated random number that has zero

configurational average.
The steady-state morphology and dynamics of a

rough surface can be characterized by the interface

width, defined by the rms fluctuation in the height

of an interface profile, hðx; y; tÞ,

wðL; tÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

L2
X
x;y¼1;L

½hðx; y; tÞ 	 �hðtÞ�2
s

; ð2Þ

where L is the linear dimension of the sample. The

mean height of the surface profile, �hðtÞ, is defined
as

�hðtÞ � 1

L2
X
x;y¼1;L

hðx; y; tÞ: ð3Þ

One of the most important general properties of

the self-affine surfaces is that they demonstrate the

roughness dependence on the length scale of

observation. Consequently, instead of measuring
the roughness of a surface over the whole sample,
with linear sizes L
 L, we can choose a window of

size ‘
 ‘ (‘6 L) and measure wðlÞ. This can be

quantified by plotting wð‘Þ as a function of ‘.
There are two characteristic regimes in the surface
width’s behavior, one can distinguish, depending

on the characteristic length, n.
(i) For length scales smaller than n, i.e. for ‘6 n,

the local surface width increases following

wð‘Þ ¼ A‘a; ð4Þ

where a is the roughness exponent and A is a
material dependent proportionality constant. If we

are interested in surface phenomena, that take

place at the length scales shorter than n, then we

cannot neglect the roughness of the surface. In this

regime the measure of the roughness is not simply

a number, but it depends on the length scale

available to the method probing the surface.

(ii) When ‘P n, wð‘Þ is independent of ‘. For
most processes, that take place at length scales

larger than n, the surface is considered to be

smooth, i.e. we can neglect its roughness. In this

regime, the surface roughness is characterized with

a single number, namely the saturation value of

the surface width, wsat. In general, reporting a

number for characterizing the surface roughness,

as is frequently done, is a misleading and unsatis-
factory procedure. The concept of roughness, for

many application, has to be replaced with the

length scale dependent roughness, which require

the determination of the full wð‘Þ curve. In the

short time limit, dynamics of the roughening pro-

cess is described by the total width, increasing as

wðL; tÞ � tb, where b is the growth exponent.

(iii) The scaling properties emerging in (i) and
(ii) can be collapsed into a single scaling relation of

the form [30]

wðr; nÞ � wsat

r
n

� �a

f
r
n

� �
; ð5Þ

where wsat is the saturation value of the surface

roughness, and n is the correlation length of the

height–height correlation function. The scaling

function in Eq. (5) possess the following proper-

ties: f ðu ! 1Þ ¼ u	a and f ðu ! 0Þ ¼ 1. The cor-

relation length scales with time following n � tz,
where z ¼ a=b is the dynamic exponent.
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Studying the scaling relations, such as Eq. (5),

allows us to define universality classes. The uni-

versality class concept is an important product of

the modern statistical mechanics, which codifies
the fact that there are but a few essential factors

that determine the exponents characterizing the

scaling behavior. Thus, different systems, which at

the first sight may appear to have no connection

between them whatsoever, behave in a remarkably

similar fashion. The values of the exponents a and

b are independent of many ‘‘details’’ of the system.

They are universal, i.e. they do not depend on the
details of the crystal lattice or on the implemen-

tation of the model, as long as the mechanism

generating the roughening does not change. On the

contrary, other quantities, such as A, n or wsat, are

non-universal, i.e. they depend on almost every

detail of the system. Thus, the characterization of

the self-affine surfaces require a knowledge of the

scaling exponents.
The scaling exponents can be calculated from

the KPZ equation (see Eq. (1)), for surfaces of

different dimensions. Thus, in one-dimensional

case, the scaling exponents of the KPZ equation

can be obtained exactly, as a ¼ 1=2, b ¼ 1=3 and

z ¼ 3=2. However, for higher dimensions they are

known only from numerical simulations. For the

physically most relevant two-dimensional inter-
face, we obtain a ’ 0:38 and b ’ 0:18 [33,38].

If, in Eq. (1), k ¼ 0 the remaining equation

describes the equilibrium fluctuations of an inter-

face. This equation, was introduced and studied in

the context of interface roughening by Edwards

and Wilkinson (EW) [39]. It can be solved exactly

for an arbitrary dimension due to its linear char-

acter, giving the scaling exponents a ¼ ð2	 dÞ=2
and b ¼ ð2	 dÞ=4. For two-dimensional surfaces,

we have a ¼ b ¼ 0, leading to the logarithmic

roughening of the interface.

The anisotropic version of Eq. (1) was studied

by Villain [40], and, subsequently, its properties

have been further investigated by Wolf and Villain

[42]. The AKPZ equation has different scaling

properties depending on signs of the coefficients kx
and ky . Thus, when kxky 6 0, a surface is described

by the AKPZ equation, and possess the same

scaling properties as the EW equation. However,

when kxky P 0, the scaling properties are equiva-
lent to the ones provided by the isotropic KPZ

equation. The relevance of the AKPZ equation

to the sputter erosion was first pointed out by

Bruinsma [44].
The effect of surface diffusion on the relaxation

of growing interfaces can be incorporated within

the framework of Kuramoto–Sivashinsky (KS)

equation-based description of growing interfaces

[34–36]. In one dimension and for long time and

length scales, the isotropic version of the KS

equation was shown to exhibit scaling behavior

similar to that observed for the KPZ equation, i.e.
it demonstrates the self-affine roughening with

z ¼ 3=2 and b ¼ 1=3. On the other hand, in the

short time scales limit, it shows a pattern forma-

tion, with surface morphology reminiscent of rip-

ples. The behavior of the KS equation in two

dimensions is not clear. The scaling analysis of a

noisy version of the KS equation for one- and two-

dimensional evolving interfaces have shown that,
in the limit of long time and length scales, its

behavior is similar to that described by KPZ

equation [37]. It must be noted, however, that the

two-dimensional results were obtained only via

numerical simulations [37]. These results are also

not conclusive, as in the case of the deterministic

KS equation.
3. Experimental studies of ion-induced roughening

Recently, a number of experimental studies

of the roughening process, taking place at the sur-

faces of ion-bombarded materials, were performed.

It was shown that, under certain experimental con-

ditions, the ion-eroded surfaces undergo a kinetic
roughening and their properties can be described by

the kinetic roughening theory. In the following, we

give an overview of some representative works,

discussing the surface morphology modifications

by the ion-erosion process.

The surface morphology evolution of pyrolitic

graphite, bombarded with 5 keV Arþ ions, reach-

ing the surface at the angle of incidence, h ¼ 45�,
have been reported by Eklund et al. [20]. Using the

scanning tunneling microscopy (STM), it was

found that the ion-eroded surfaces become rough,

with the scaling exponents being a ’ 0:2–0:4 and
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z ’ 1:6–1:8. These values are consistent with the

theoretical predictions, based upon the KPZ

equation [32,33]. It was pointed out, however, that

the character of the morphological changes is
strongly dependent on the conditions of ion

bombardment, such as the ion flux, the ion fluence

and the sample temperature. Subsequently, Krim

et al. [22] reported their results on 5-keV Arþ-ion

sputtering of iron, with the angle of incidence of

the primary ions being 25�. The surface morphol-
ogy evolution was monitored via STM. It was

found that the eroded surfaces become rough in
the course of ion bombardment, with the rough-

ness exponent being a ’ 0:53� 0:02 [22]. The

mechanism leading to such roughness exponent is

not understood yet in terms of the continuum

theories (two-dimensional growth equations pre-

dict the exponents 0.38, 2/3 and 1, all far from the

observed value). Moreover, Yang et al. [23]

investigated the time evolution of Si(1 1 1) surfaces
bombarded with 0.5 keV Arþ primary ions, in the

temperature range from 300 to 650 �C, using the

high-resolution low-energy electron diffraction

technique. It was found that, for temperatures

below 450 �C, the height–height correlation func-

tion shows an anomalous behavior on the short-

range scales, with the observed scaling being

� lnðtÞr2a. The authors suggested that this anom-
aly can be explained in terms of a dynamical phase

transition. The effect of the surface relaxation (i.e.

thermally activated surface diffusion) on the ion-

bombardment-induced roughening of GaAs(1 1 0)

surfaces, eroded with 2-keV high-purity Arþ- and

Xeþ-ions, was reported by Wang et al. [24]. The

authors found that both the height–height corre-

lation function and the small-scale roughness in-
crease significantly faster during the erosion at

high temperatures, as compared to low ones. The

large-scale surface width in this experiment in-

creased, following wðtÞ ’ tb, with the exponent

b ’ 0:3 observed over the entire range of mea-

surements at T ¼ 725 K. On the other hand, they

found no scaling in the lower temperature regimes,

such as T ¼ 625 K. The roughness exponent a was
found to be ’ 0:38� 0:03. On the basis of their

observations, the authors concluded that, on the

large scales, the surfaces become rougher at higher

temperatures than at low ones. Similar conclusions
on the temperature dependent character of scaling

of the surface width were subsequently drawn in

[27]. Moreover, a sharp transition between the

scaling regimes in ion-bombardment of Ge(0 0 1)
surfaces with 1 keV Xe-ions was observed at

Tc ¼ 488 K. The regimes above and below Tc are
characterized by the dynamic scaling exponents b
with absolute values .0.4 and .0.1. The rough-

ness evolution of Si(1 1 1) surfaces bombarded by

low-energy (500 eV) Arþ ions at T ¼ 610 K was

studied in [28], using the STM. It was found that

the roughness evolution is not described by the
diffusion bias-induced roughening and the rough

morphology is consistent with early time behavior

of the noisy KS equation [34]. Measured rough-

ness exponent was found to be a ’ 0:7, and the

dynamic exponent b ’ 0:25, in agreement with

numerical simulations of the noisy KS equation

[35–37]. It must be noted that the effect of tem-

perature on the evolution of ion-sputtered surfaces
is not understood yet and there is no theory which

would describe the observed in experiments tem-

perature dependent transitions between different

scaling regimes. Additional work on both theory

and simulations sides is clearly required to under-

stand the effects of temperature on the irradiated

surface evolution.

A number of Monte Carlo simulation studies of
the ion-erosion induced surface roughening were

recently reported, complementing the available

experimental results. Thus, Koponen et al. [45–47]

reported on the simulation studies of the rough-

ening of ion-bombarded surfaces. Amorphous

carbon surfaces, bombardment by 5-keV Ar-ions,

were studied using Monte Carlo simulations in

[45,46]. The diffusive relaxation mechanism of the
‘‘Wolf-Villain’’ [42] type was incorporated in the

model to study the surface smoothing effects. A

wide range of the primary ion incidence angles

from 0� to 60� was investigated. It was found that

the roughness exponent varies with the angle of

incidence, being a ’ 0:37–0:45, for normal inci-

dence, while a � 0:25, for the angle of incidence

close to 60�, was observed. In general, the rough-
ness was observed to decrease with the angle of

incidence and to be relatively insensitive to the

relaxation mechanism employed in the simula-

tions. The growth exponent b was observed to be
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nearly independent of the angle of incidence with

b ’ 0:3, over the whole range of the studied an-

gles. On the other hand, it was found to be

strongly dependent on the relaxation mechanism
and to demonstrate the values z ’ 3:2–4:0, char-
acteristic for the diffusion-controlled processes, in

the range of temperatures up to 900 K. In their

subsequent studies [47], the roughening of the ion-

bombarded carbon surfaces by Arþ- and Xeþ-ions

were undertaken, for three different incident ion

energies of 2, 5 and 10 keV. The study confirmed

all the previous findings on the roughness and
growth exponent dependence on the angle of

incidence and the relaxation mechanism. Addi-

tionally, the authors found that the roughness

exponent depends strongly on the incident ion

penetration depth, a, with dependence being well

approximated by the following linear relation:

a ¼ ð0:011 nm	1Þa cos h; ð6Þ
where a is the incident ion penetration depth, and

h is the angle of incidence.
In summary, experimental studies and com-

puter simulations of the process of ion bombard-

ment have shown that the ion-sputtered surfaces

can be well described in terms of the roughness

and dynamic exponents, within the framework of

the kinetic roughening theory [30]. However, this

understanding is a recent development and, in

particular, the characterization of surfaces using
scaling concepts became standard only in the last

few years. Consequently, there was not any at-

tempt taken to study the effect of surface mor-

phology on the sputter yields. We believe that the

present work will be of much use to guide such

studies.
4. Theory of ion sputtering

Ion bombardment of solids with energetic par-

ticles causes the erosion of target material’s sur-
faces. The erosion rate is characterized by the

sputtering yield, Y , defined as the average number

of atoms leaving the surface of a solid per incident

particle. The theory of ion sputtering, based upon

the microscopic considerations of the processes

taking place in the bulk of the bombarded mate-
rial, was developed by Sigmund [54,55]. Making

use of the hypothesis that the sputtering yield of a

polycrystal (amorphous material) can be calculated

by assuming random slowing down throughout the
cascade, he derived a general expression for the

yield as a function of the ion–target and target–

target cross-sections as well as atomic binding

energies in the bulk of the target material and on

the surface. One of the practically important results

obtained by Sigmund is the deposited energy dis-

tribution function, which was found to have the

Gaussian form

Eðr?; zÞ ¼
�

ð2pÞ3=2rl2
exp

�
	 z2

2r2
	 x2 þ y2

2l2

�
:

ð7Þ

Here, � is the kinetic energy of an incident ion, r
and l are the widths of the deposited energy
distribution along the z- (chosen parallel to the

incident ion beam direction) and x (y)-axis,
respectively. The parameters r and l are material

dependent and vary with the physical properties of

the target material and the incident ion energy.

Deviations of the deposited energy distribution

from the Gaussian form (see Eq. (7)) occur mainly

when M1 PM2, where M1 is the mass of the pro-
jectile and M2 is the mass of the target material

atom. As was shown in the theoretical studies by

Sigmund [54,55] and Winterbon [56], the electronic

stopping (i.e. the inelastic scattering) does not affect

much the shape of deposited energy distribution.

Moreover, subsequent Monte Carlo simulations of

the sputtering process validated both the deposited

energy and the damage distribution forms [1–3].
The comparison of the predictions of the Sig-

mund’s theory of ion sputtering with experimental

results have shown that the theory describe well the

qualitative behavior of the backsputtering yields

and, in many cases, a good quantitative agreement

was found. In general, computation of the sputter

yield, using Eq. (7) requires a knowledge of the

mean path of an incoming ion, traveling inside the
bulk of a target material (often referred to as

penetration depth). It was shown that the pene-

tration depth can be expressed in terms of the

parameters characterizing the target material and

the incoming ion energy as follows:
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að�Þ ¼ 1	 m
2m

cm	1
�2m

nCm
: ð8Þ

Here, n is the target atom density, c is a constant of
the order of unity, Cm is a constant dependent on

the parameters of the interatomic interaction po-
tential [54] and m ¼ mð�Þ is a factor, which varies

slowly from m ¼ 1, at high energies, to m ¼ 0, at

very low energies. It must be emphasized that, in

the region of intermediate energies, m ¼ 1=2, and
the penetration depth behavior with the incoming

ion energy can be approximated well by the linear

dependence, að�Þ � �. Note that, in general, the

deposited energy distribution is defined by the
energy deposition depth and not the penetration

depth, a. On the other hand, these quantities are of
the same order of magnitude and, therefore, in the

following, we assume that the estimates for a can

be used to approximate the energy deposition

depth.

In the framework of the Sigmund’s theory of

ion sputtering, the local yield from a target mate-
rial surface element ds can be computed using

Y ðrÞds ¼ KEðrÞds; ð9Þ
where Y ðrÞds is the total number of the target

atoms leaving the surface element ds, located at a

distance r on the target material’s surface from the
point of impact of the projectile, and EðrÞ the en-
ergy deposited by the incoming ions at a point r,

taken per unit volume. The material constant K
depends on the surface binding energy and the

scattering cross-sections [54,55], the exact expres-

sion being

K ¼ 3

4p2

� �
1

UoCon2
; ð10Þ

where Uo is the surface binding energy and Co is a

constant proportional to the square of an effec-

tive inter-atomic interaction potential. Thus, the

knowledge of the material constants, the penetra-

tion depth and the widths of deposited energy

distribution allows one to compute the sputter
yields for an arbitrary target material. Such cal-

culations, for the flat surfaces, were performed, for

instance, in [54] and shown to provide a reasonable

description of the sputtering process. It should be

noted, however, that, despite the fact that the
Sigmund’s theory is known to describe adequately

various aspects of the ion sputtering, it also has

well known limitations. The most important of
such limitations are listed below.

(a) The theory was derived for amorphous

materials and may not provide a fully adequate

description of the crystalline targets.

(b) The assumption of random slowing down

and of an arbitrary collisions works satisfactory

only at the intermediate and high energies � � 1–

100 keV, while it breaks down at the low energies.
(c) The surface binding energy Uo brings in a

number of uncertainties, which my affect the

quantitative results of the theory. Thus, it may

undergo significant changes in the process of ion-

erosion, caused by the ion-induced amorphiza-

tion of the near-surface regions of the target

material and by the changes in the local surface

chemistry in these regions. It should also be
emphasized that, in general, the binding energy is

local surface curvature dependent. Thus, if the

surface profile is not a slowly varying function (as

in the case of ripple structures), it may introduce

additional uncertainities in the value of binding

energy.
5. Theoretical approach

5.1. General expression for the yield

The physical process taking place during the ion

bombardment of solid targets with energetic par-

ticles, is illustrated schematically in Fig. 1. An

incoming ion strikes the rough target surface at
point P , penetrates the target’s interior and stops

at a distance a, at point O, after all its kinetic en-
ergy is dissipated due to the elastic and non-elastic

interactions with the atoms of the target material.

The energy deposited by an incoming ion is dis-

tributed in the interior of the target material

and the near-surface region. The transfer of

the deposited energy to an arbitrary point A on the
target material surface causes the erosion of the

target’s surface characterized by the erosion

velocity (or the erosion rate), v. Below, we derive
the general expression for the erosion velocity.

Let the surface profile be given by z ¼ hðx; yÞ. We



Fig. 1. Schematic illustrating the sputtering process and the

geometry of the model system. Following a straight trajectory

(solid line in the cartoon), the ion penetrates an average dis-

tance a inside the solid (dotted line), after which it spreads out

its kinetic energy. The energy decreases with the distance from

the point O, the dotted curves indicating schematically the equal
energy contours. The energy released at point O contributes to

the surface erosion at point A.
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define the reference frame as follows: the z-axis is
chosen to be parallel to the direction of the inci-

dent ion beam, while the x- and y-axis are located
in the plane perpendicular to it, i.e. in the target’s

surface plane. Note that we consider only the case

of normal incidence. The scattering events, caused
by an incoming ion, take place in the region of the

target material with characteristic length, ae, which
is the average energy deposition depth (usually, it

is of the order of the penetration depth, a). Fol-
lowing the Sigmund’s theory [54,55], we assume

that the energy deposited at an arbitrary point A
on the surface by an incoming ion can be

approximated by the Gaussian distribution (see
Eq. (7)) and the local erosion rate of the target

surface is proportional to the energy deposited at

the point A by all bombarding ions. Since there are

many incoming ions, reaching the target’s surface

per unit time (the number of ions per second, per

surface area is called fluence and is one of the

controlled parameters in the experiments involving

the ion bombardment), the erosion rate at the
point A is expressed as

v ¼ K
Z
R

dr?Eðr?; hðx; yÞÞUðr?; hðx; yÞÞ: ð11Þ
Here, the integration is performed over the region

R, covering all points, at which the deposited en-

ergy contributes to the erosion rate at a generic
point A on the surface, and r? ¼ ðx; yÞ. The func-
tion Uðr?; hðx; yÞÞ accounts for the corrections to

the uniform incident ion flux J , due to the local

surface tilt angle. The most general expression for

the local flux for surfaces with non-zero local

curvature can be represented by the following

form (note that we consider the case of normal

incidence):

Uðx;y;hðx;yÞÞ

¼ J cos arctan

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðrxhðx;yÞÞ2þðryhðx;yÞÞ2

q� �� �
:

ð12Þ

Now, it is straightforward to obtain the

expression for the sputter yield, which can be used

to compute the yields from an arbitrary surface
with a non-planar geometry given by hðx; yÞ in the

local coordinate frame. Indeed, in the most general

form, the yield is given by

Y ¼ vn
hJi ; ð13Þ

where n is the density of the target atoms and hJi
is the average incident ion flux, hJi ¼ hUðx; y;
hðx; yÞÞi.
5.2. Ion-sputtering of the self-affine surfaces

In general, the set of Eqs. (11)–(13) allows to

compute the sputter yield as a function of the

parameters characterizing the surface roughness

and the incident ion beam, for an arbitrary target

material, provided the surface profile can be

approximated reasonably well with an analytical

function z ¼ hðx; yÞ, and this function and the first

derivatives of hðx; yÞ all exist. It is known, however,
that the profiles of random (self-affine) surfaces

cannot be expressed in terms of analytical func-

tions and, therefore, such cases have to be treated

by other means. In the following, we show how the

self-affine surfaces can be described using the basic

concepts of modern statistical mechanics. It is well

established by now that random interfaces can be

characterized well by the height–height correlation
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function, that scales with the two-dimensional

coordinate vector, r?, as h½hðr?Þ	 �hð0Þ�2i � ðr?Þ2a,
where we defined r? ¼ jr?j, and by the height

probability distribution, P ðr?; hÞ. Without loss of
generality, in the following, we chose hð0; 0Þ ¼ 0.

Then, the probability that the surface height at a

point r? ¼ ðx; yÞ is hðx; yÞ is given by the Gaussian

distribution of the form [30]

P ðr?; hÞ ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2pw2ðr?; nÞ
p exp

�
	 h2ðx; yÞ
2w2ðr?; nÞ

�
;

ð14Þ
where r? ¼ jr?j and wðr?; nÞ is the surface width

(see Eq. (5), in Section 2). Consequently, instead of
performing the integration of Eq. (13) over a well-

defined surface topology, hðx; yÞ, as implicit in Eq.

(11), we take an average over all the possible surface

configurations, weighting them with probability

distribution P ðr?; hÞ. It should be noted, that the

sputter yields for a flat surface can readily be ob-

tained from Eq. (13), by using P ðx; yÞ ¼ dðhðx;
yÞ 	 hoÞ. Furthermore, the local incident ion flux
depends on the gradients of the local surface pro-

file. Consequently, the averages has to be also

taken over local surface profile gradients, which

we weight with the probability distribution

Pgðr?jrxhðx; yÞryhðx; yÞÞ, for the local surface

gradients. Taking the corresponding averages, we

obtain the following expression for the yield func-

tion, which can be used to calculate the total yields
from a surface with self-affine morphology:

Y ¼ KnJ
hUðr?;zÞi

Z
H

Z
R

Z 1

	1
dr?dhDðrxhÞDðryhÞ


cos arctan

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðrxhðx;yÞÞ2þðryhðx;yÞÞ2

q� �� �

Eðr?;ðh	aÞÞPðr?;hÞPgðr?jrxhðx;yÞ;ryhðx;yÞÞ

ð15Þ

which can be, for further convenience, rewritten as

Y ¼ Kn
hUðr?; zÞi

Z
R

Z 1

	1
dr? dh


 Eðr?; ðh	 aÞÞ

 Pðr?; hÞhUðr?;rxhðx; yÞ;ryhðx; yÞÞi: ð16Þ

In the process of derivation of Eq. (16), we as-

sumed that the local coordinate dependent surface
height probability distribution, P ðr?; hÞ, and the

probability distribution for the height gradients

(with our choice of the coordinate system

Pgðr?jrxhðx; yÞ;ryhðx; yÞÞ) are not coupled, which
is consistent with the self-affine nature of rough

surfaces. Moreover, the ion flux depends only on

the gradients of the surface profile rxhðx; yÞ and
ryhðx; yÞ and not on the height itself. Conse-

quently, the following expression for the local

surface gradient corrected flux can readily be

obtained:

hUðr?; hÞi ¼ J
Z
H

DðrxhÞDðryhÞ


 Uðr?;rxhðx; yÞ;ryhðx; yÞÞ

 Pgðr?jrxhðx; yÞ;ryhðx; yÞÞ: ð17Þ

Given the mentioned above decoupling, it is

clear that the average flux in the numerator cancels

out with the average flux in the denominator of

Eq. (16). Combining Eqs. (16) and (17), we obtain
the following expression for the sputter yield:

Y ¼ Kn
Z
R

Z 1

	1
dr? dhEðr?; ðh	 aÞÞPðr?; hÞ:

ð18Þ
Further, using the expressions for the deposited

energy and height probability distributions, and

performing the integral over the polar angle, we

obtain

Y ¼ Kn�

ð2pÞ1=2rl2

Z 1

0

rdrdh
1

ð2pÞ1=2wðr;nÞ


 exp

(
	 h2

2wðr;nÞ2

)
exp

(
	ðh	 aÞ2

2r2
	 r2

2l2

)
;

ð19Þ

where we introduced a new notation: r ¼ r?.
After performing the integral over h, the

expression for the total yield can be reduced to the

following form:

Y ¼ Kn�

ð2pÞ1=2l2

Z 1

0

rdr
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðw2ðr; nÞ þ r2Þ
p


 exp

�
	 r2

2l2

�
exp

�
	 a2

2ðw2ðr; nÞ þ r2Þ

�
:

ð20Þ
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To proceed further, we include the functional

form of the surface width into Eq. (20). For a ki-

netically roughened surface, the scaling of the

width can be written as

w2ðr; nÞ ¼ h½hðrÞ 	 �hð0Þ�2i

¼ wsat

r
n

� �2a

f
r
n

� �
; ð21Þ

where f follows f ðu! 0Þ � 1 and f ðu ! 1Þ �
ðuÞ2a. As it was discussed in Section 3, the rough-
ness exponent a varies insignificantly for different

materials and incident ions. In our calculations we

use a ¼ 0:5, the value, which is close to the one

obtained from the scaling analysis of the KPZ

equation [32] and supported by the experimental

findings (see Section 3). Using Eq. (21), we finally

obtain the yield as a sum of two integrals:

Y ¼ Kn�

ð2pÞ1=2l2

 !
ðI1 þ I2Þ; ð22Þ

where

I1 ¼
Z n

0

rdr
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðw2
satðr=nÞ

2a þ r2Þ
q exp

�
	 r2

2l2

�


 exp

(
	 a2

2ðw2
satðr=nÞ

2a þ r2Þ

)
; ð23Þ

I2 ¼
l2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðw2
sat þ r2Þ

p exp

�
	 a2

2ðw2
sat þ r2Þ

�


 exp

�
	 n2

2l2

�
: ð24Þ

The expression for the sputtering yield from a

flat surface can readily be deduced from the above

set of equations and is represented by the follow-

ing analytical form:

Y ð0Þ ¼ Kn�ffiffiffiffiffiffiffiffiffi
ð2pÞ

p
r

 !
exp

�
	 1

�21

�
; ð25Þ

where we assume that the widths of the deposited
energy distribution are linear functions of the

penetration depth, i.e. r ¼ �1a and l ¼ �2a. In

the following, we use this quantity to normalize

the sputter yield functions to uncover the relative

effect of the surface roughness on the yield. Note
that the yield from a flat surface is independent of

incident ion energy, for high and intermediate

energies, since r � � in this regime.
In the limit of small values of wsat, we can ex-

pand Eqs. (22)–(24) in terms of small parameter

wsat=a, keeping terms up to the second order. We

find that, in the initial stages of the roughening

process, the yield is a quadratic function of the

saturation width, wsat, the exact expression being

Y ¼ Kn�ffiffiffiffiffiffiffiffiffi
ð2pÞ

p
r
exp

�
	 1

2�21

�


 1

"
þ wsat

a

� �2 1

�41

�
	 1

�21

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pl2Þ

p
2n


 1

(
	

ffiffiffiffiffiffiffi
2l2

pn2

s
exp

�
	 n2

2l2

�)#
: ð26Þ

Note that the flat surface result can be recov-

ered from Eq. (26) by taking wsat ! 0 and/or

n ! 1 limit.
6. Results and discussion

In this section, we present our results on the

roughness-induced sputter yield modifications. To

study the effect of the surface roughness on the

yield, we integrate the set of Eqs. (22)–(24)

numerically, obtaining the yield as a function of

the surface width, wsat, the correlation length, n,
and the incident ion penetration depth, a. To
proceed with numerical solution of Eqs. (22)–(24),

first the parameters contained in the equations and

the ranges of the parameter’s variations have to be

judiciously chosen. In our model, the parameters,

characterizing the surface roughness are selected to

match closely the experimental data. On the other

hand, the parameters, describing the energy

deposited by an incident ion are chosen in a fol-
lowing way. We use the assumption of the linear

relation between energy distribution widths r and

l and the incident ion penetration depth, a, i.e.
r ¼ �1a and l ¼ �2a (see Section 4, for detail dis-

cussion). The coefficients �1 ¼ 1=2 and �2 ¼ 1=4
are selected to obtain an anisotropic energy dis-

tribution [1–3]. The ranges of parameter’s varia-

tions are chosen following the experimental work
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by Eklund et al. [20]. In general, the values of the

penetration depth, corresponding to the incident

ion with energy �, is usually obtained using stan-

dard Monte Carlo simulations of the high-energy
impact processes [57]. In our model calculations

the roughness parameters are considered to be

independent quantities, with no functional depen-

dence of any form between them assumed. We

note that, in general, the roughness parameters

span a wide region of values, depending on the

particular realization of sputtering conditions,

such as the incident ion energy, ion flux and flu-
ence, and the surface temperature. This justifies

our choice to employ wide regions of parameter’s

variations in our model calculations.

In Fig. 2, the behavior of the normalized sputter

yield, Y ðwsatÞ=Y ð0Þ, as a function of the saturation

width, wsat, is shown for different values of the

primary ion penetration depth, a. The yield is

normalized to the flat surface result, Y ð0Þ. In all
studied cases, the correlation length is fixed at

n ¼ 21 nm. As Fig. 2 demonstrates, the yield
Fig. 2. Normalized yield, Y ðwsatÞ=Y ð0Þ, is plotted as a function

of the saturation width, wsat. The value of the correlation length

is fixed at n ¼ 21 nm. Different curves in the figure correspond

to different penetration depths, a: (1) a ¼ 0:5 nm (open circles),

(2) a ¼ 1:0 nm (open squares), (3) a ¼ 1:5 nm (filled circles), (4)

a ¼ 2:0 nm (filled squares), (5) a ¼ 2:5 nm (crosses). The lines

are shown to guide the eye.
function behavior is qualitatively similar for all

considered values of a. In general, two different

regimes in the yield behavior can be discriminated.

First such regime is characterized by an enhanced
yields, as compared to the flat surface result, which

demonstrate an increase with the saturation width.

The regime is operative in the region of small

values of wsat. This behavior of the yield has a

simple geometric explanation. Indeed, the behav-

ior of the yield function is largely defined by the

surface area regions, which are within the effective

cut-off radius of the deposited energy distribution,
defined by the magnitude of the penetration depth.

The increase in wsat leads to the corresponding

increase in the effective surface area. If all sput-

tering conditions are the same, a larger surface

area is known to lead to increased yields [55]. Note

that qualitatively similar behavior of the yield

function is also observed for the rippled surfaces

[58], in the regime of small ripple amplitudes. The
growth of the yield function with wsat continues up

to a certain point, which is defined by the magni-

tudes of both the correlation length and the pen-

etration depth. At the peak points, the deviations

of the yields from the flat surface result exceed

200%. The rate of increase of the yield function is

strongly dependent on the penetration depth: the

rate of growth is stronger for smaller values of a.
Moreover, the positions of the peak of the yield

function peak shifts to the region of larger values

of wsat, as the magnitude of a increases.
In the initial stages of roughness development,

the yield follows a quadratic law as a function of

the saturation width (see Eq. (26), in Section 5.2).

As we have previously shown in [52], Eq. (26)

provides a good approximation for the yield
function in this regime. We note that, while the

magnitude of the surface width can, in general, be

much larger than a, for many systems the qua-

dratic regime is the most important experimen-

tally. For example, in [20], wsat varies from 0 to 10

nm, and n covers the region from 0 to 25 nm.

Consequently, the first 25–50% of the experimen-

tally relevant sputtering range is well described by
the quadratic law. Furthermore, most of the

technologically important sputtering methods re-

quire much less erosion. Thus, for these experi-

ments, the entire process will be described by the



Fig. 3. Normalized yield, Y ðwsatÞ=Y ð0Þ, is plotted as a function

of the saturation width, wsat. The value of the penetration depth

is fixed at a ¼ 5:0 nm. Different curves in the figure correspond

to different values of the correlation length, n: (1) n ¼ 10 nm

(open squares), (2) n ¼ 20 nm (open circles), (3) n ¼ 30 nm

(filled squares), (4) n ¼ 40 nm (filled circles), (5) n ¼ 50

nm (crosses). The lines are shown to guide the eye.
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quadratic dependence on the surface width. Note

that, as follows from Eq. (26), there exist a regime,

where the yield function decreases with the satu-

ration width below the flat surface value even in
the initial stages of the roughening process. It

corresponds to the n6 l limit. We do not study

this regime in depth, since such parameter choice

falls into contradiction with the available experi-

mental data on surface roughening. It should be

emphasized, however, that judicious choice of

parameters in the models of surface roughness

induced yield modifications is of prime importance
for adequate description of the sputtering yields.

The second regime in the yield function

behavior, observed in Fig. 2, corresponds to the

large values of wsat. When wsat � a, the yield de-

creases with wsat, approximately following Y � 1=
w2
sat dependence. Indeed, as the gradients of the

height variations grow (corresponding to a wider

height probability distribution), the region R,
which includes all ions contributing to the depos-

ited energy at the point A on the surface and de-

fined by the effective cut-off in the energy

distribution function, cover smaller surface por-

tion, as compared to the region of small values of

wsat. This leads to decreases in the average erosion

rate. It is readily understood that, when wsat ex-

ceeds the penetration depth, there are parts of the
surface that are close to the energy source (the

points where the ion was deposited), thus

enhancing the yield, while other parts become

more distant, effectively suppressing it. The por-

tion of the latter increases with increasing wsat.

Note that, in the limit of extremely large wsat (and

for small values of the penetration depth), the yield

can be suppressed by the surface roughness below
the flat surface value. This behavior is observed in

Fig. 2, in the case a ¼ 0:5 nm. The transition be-

tween the enhanced and suppressed yields as well

as the observed strong dependence on the value of

penetration depth can also be explained on the

basis of a complex interplay between the yield

enhancement by the growing effective surface area

and the suppression by the effective cut-off radius.
To further our understanding of the yield

behavior with wsat, in Fig. 3, we show the nor-

malized yield, Y ðwsatÞ=Y ð0Þ, dependence on the

saturation width, plotted for different values of the
correlation length, n. The penetration depth is

fixed at a ¼ 5:0 nm. The behavior of the yield

function in this case also demonstrates two char-
acteristic regimes. The yield increases with the

saturation width, for small values of wsat, while it

becomes a decreasing function of it, in the limit of

large values of the saturation width. The maxi-

mum deviations from the flat surface result are

approximately the same in all considered cases

(.200%). The position of the peak value depends

strongly on the surface roughness parameters and
the incident ion penetration depth. In the region of

small wsat, the curves corresponding to the smaller

n, demonstrate faster growth and reach their

maximums at smaller values of wsat. Indeed, the

value of n defines how fast the surface profile

roughness reaches its saturation value. Conse-

quently, for larger values of n, an effective surface

roughness is smaller. Clearly, there exists a value
of n, which exceeds the effective cut-off in the

deposited energy distribution function. In this

case, the effective surface roughness is always

smaller than its saturation value. This effect leads



Fig. 4. Normalized yield is plotted as a function the correlation

length, n. The value of a is fixed at 5.0 nm, and different curves

in the figure correspond to different values of wsat: (1) wsat ¼ 1:0

nm (open squares), (2) wsat ¼ 5:0 nm (open circles), (3)

wsat ¼ 10:0 nm (filled squares), (4) wsat ¼ 15:0 nm (filled circles),

(5) wsat ¼ 20:0 nm (crosses). The lines are shown to guide the

eye.
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to the observed suppression of the yield (as com-

pared to the peak value) in the limit wsat � n.
In a typical experiment, sputtering starts from a

relatively smooth surface of the target material,
which is then roughened by the ion bombardment.

The interface width is expected to increase with the

ion beam fluence, U, or, alternatively, with the time
of exposure to the ion beam, t, (U ¼ Jt, where J is

the incident ion flux) as wsat � tb. As it follows from
the foregoing discussion, such an increase in the

surface roughness will result in the sputter yield

variations. On the other hand, the correlation
length also changes with the irradiation time (or

fluence). For the self-affine surfaces, the correlation

length scales with the time of irradiation following

n � t1=z relation (see Section 2, for discussion).

Consequently, at different stages of the surface

roughening process and for different bombarded

materials, one would expect to obtain different

values of the correlation length at different times of
exposure to the ion beam. Note that, this is unlike

the ripple wavelength of the periodically modu-

lated surfaces, in which case the ripple wavelength

is considered constant for a given realization of the

sputtering conditions, up to a certain sputtered

depth [16]. Moreover, the constants defining the

behavior of the correlation length as a function of

the sputtered time are non-universal and depend on
nearly every parameter of the system. We can,

however, avoid this problem by calculating the

yield dependence on the correlation length. Along

with the sputter yield dependence on the saturation

width, it gives rather complete and experimentally

useful information on the yield behavior in the

process of surface roughening, where the yield can

readily be obtained for any values of the para-
meters wsat and n, if they are monitored in the

experiment, and provided that the incident ion

penetration depth is known.

In Fig. 4, the normalized sputter yield,

Y ðnÞ=Y ð0Þ, dependence on the correlation length is
shown for fixed value of the penetration depth,

a ¼ 5:0 nm, and different values of the saturation

width, wsat. As one can see, two types of charac-
teristic behavior are observed, depending on the

magnitude of saturation width. For relatively

small wsat, the yield is a decreasing function of n
over the whole region of variations. In this case,
the dominant effect is the suppression of the

effective surface roughness by n. Indeed, as Eq.

(21) indicates, when n grows, for fixed wsat and r,
the surface width wðr; nÞ decreases and the scaling

function approaches the flat surface limit. Corre-

spondingly, the yield converges to the flat surface
result. When the saturation width is large, the

behavior of the yield differs from the described

above, depending on n. Thus, when n6wsat, the

yield increases with n. The rate of increase is

approximately the same for all three large (see the

curves, corresponding to wsat ¼ 10, 15 and 20 nm)

considered values of wsat. The yield function

reaches the maximum value at n ’ wsat. As the
correlation length grows further, the yield de-

creases with n, approaching the flat surface limit

from above.

The normalized yield, Y ðnÞ=Y ð0Þ, versus the

correlation length, computed for different values of

the penetration depth, is shown in Fig. 5. The

value of the saturation width is fixed at wsat ¼ 1:0
nm. In this case, two different types of behavior
can be discriminated, depending on a. In all



Fig. 5. Normalized yield is plotted as a function of the corre-

lation length, n. The value of wsat is fixed at 1.0 nm, and dif-

ferent curves in the figure correspond to different values of the

penetration depth, a: (1) a ¼ 0:5 nm (open squares), (2) a ¼ 1:0

nm (open circles), (3) a ¼ 2:0 nm (filled squares), (4) a ¼ 3:0 nm

(filled circles), (5) a ¼ 5:0 nm (crosses). The lines are shown

to guide the eye.

Fig. 6. Normalized yield, Y ðaÞ=Y ð0Þ, is plotted as a function of

the penetration depth, a. The value of n is fixed at 21 nm.

Different curves in the figure correspond to different values of

the saturation width, wsat: (1) wsat ¼ 2:0 nm (open squares), (2)

wsat ¼ 4:0 nm (open circles), (3) wsat ¼ 5:0 nm (filled squares),

(4) wsat ¼ 6:0 nm (filled circles), (5) wsat ¼ 7:0 nm (crosses).

The lines are shown to guide the eye.
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considered cases, in the limit of n � wsat, the yield

monotonically decreases with the correlation

length. Indeed, as follows from Eq. (21), when n
grows for fixed wsat and r, the surface width

effectively decreases and, therefore, the scaling

function approaches the flat surface limit for large

values of n. Hence, the yield converges to the flat
surface result in this regime. We note that, since

for rough surfaces typically n � wsat, we expect

that for the experimentally relevant sputtering

conditions the yield would decrease with n. On the

other hand, the behavior of the yield is penetration

depth dependent. While, for large values of a, the
yield monotonically decreases with n, over the

whole region of variations, its behavior differs
from such for smaller penetration depths (see

a ¼ 0:5 nm case). In the latter case, the yield

demonstrates growth with the correlation length,

in the region of small values of n, reaches a max-

imum value at a point defined by both wsat and the

penetration depth, and then monotonically de-

creases, as n grows further. The effect of the pen-

etration depth on the yield function behavior is
discussed below in more details.
To have a complete picture of the effect of

surface roughness on the sputter yields, we calcu-

late the yield dependence on the primary ion

penetration depth, for different values of the param-
eters characterizing the surface roughness, i.e. wsat

and n. According to the Sigmund’s theory of

sputtering, for intermediate and high energies of

the incident ion, the mean ion path in the bulk of

sputtered material depends on the incident ion

energy as a ¼ �2m, where m ¼ 1=2. Consequently,
the yield is independent of the incident ion energy,

in this energy regime (see Eq. (26), in Section 5.2).
As we show in the foregoing, however, this holds

only for the flat surfaces [54,55]. The normalized

yield, Y ðaÞ=Y ð0Þ, dependence on the penetration

depth, in the case of self-affine surfaces is shown in

Fig. 6. Different curves in the figure correspond to

different values of the saturation width, wsat, and

fixed (at n ¼ 10:0 nm) value of the correlation

length. The data contained in the region of small a,
however, must be used with a certain caution,

since the whole theory works only in the linear



Fig. 7. Normalized yield, Y ðaÞ=Y ð0Þ, is plotted as a function of
the penetration depth, a. The value of wsat is fixed at 2 nm.

Different curves in the figure correspond to different values of

the correlation length, n: (1) n ¼ 1:0 nm (open squares), (2)

n ¼ 2:0 nm (open circles), (3) n ¼ 5:0 nm (filled squares), (4)

n ¼ 10:0 nm (filled circles), (5) n ¼ 20:0 nm (crosses). The lines

are shown to guide the eye.
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cascade regime and, thus, breaks down for the low

energies (see Section 4, for detail discussion). On

the other hand, different materials have different

penetration depths, for a given energy: this follows
from the prefactor in the relation between the

incident ion energy and the penetration depth.

Consequently, the limits of applicability of the

model are strongly dependent on particular mate-

rial properties. Usually these limits as well as the

value of penetration depth can be found from

Monte Carlo simulations [57]. However, even for

realistic ranges of a, as one can notice, our data
shows that there is a transition between different

regimes of behavior of the yield function. In the

region of small, as compared to wsat, values of a,
the yield is an increasing function of a. The

absolute values of the yield in this region are larger

for smaller wsat, at a given a. Note that as wsat

increases, the yield can be suppressed below the

flat surface result in the region of small values of a.
This behavior is consistent with our above dis-

cussion of the effects of surface roughness on the

sputter yields. At a certain value of a, the yield

reaches a maximum value. The position of the

peak point shifts towards larger values of a, as wsat

increases in magnitude. The flat surface result

is recovered in the limit of a � wsat. In this case,

the roughness is nearly absent from the ion’s
perspective.

In Fig. 7, we show the normalized yield,

Y ðaÞ=Y ð0Þ, as a function of the penetration depth,

plotted for fixed value of wsat ¼ 2:0 nm. Different

curves in the figure correspond to different values

of the correlation length, n. The behavior of the

yield functions, in this case is qualitatively similar

to the one observed in Fig. 6. The yield increases in
the region of small values of a, passes through a

maximum, and experience a fall-off for large val-

ues of a, approaching the flat surface limit, with

Y ðaÞ=Y ð0Þ ! 1. The peak value in the yield shifts

towards smaller values of a, as the correlation

length increases. The maximum deviations from

the flat surface result are approximately the same

for all considered values of n. In the region of
small a, the yield is suppressed below the flat sur-

face results. In general, the behavior, observed in

Fig. 7, is consistent with the supposition that the

yield variations are largely defined by the effective
roughness, which is controlled by the correlation

length (see Eq. (21)) and the effective cut-off

radius.
7. Summary and conclusions

In conclusion, we have developed a theoretical
model describing the sputtering yield behavior in

the case of the self-affine surfaces bombarded with

energetic ions. Within the framework of this

model, the sputter yields have been computed as a

function of the parameters characterizing the

roughness of self-affine surfaces (such as the sur-

face width and the correlation length) and the

primary ion (penetration depth). We found that
the surface roughness development can induce

substantial variations in the sputter yields, with

magnitude of the effect being dependent on a

complex interplay between the parameters char-

acterizing the incident ion beam and the surface

roughness. We found that, for small values of

the saturation width, the sputter yields increase,
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following approximately a quadratic law Y � w2
sat.

This is similar to the case of ripple morphol-

ogy, where the yield was found to be a qua-

dratic function of the ripple amplitude. As the
surface width increases further, the yield reaches a

maximum value and then experiences a fall-off.

The maximum enhancement in the yield can be

as large as .200%. In general, the effect of the

yield changes by the surface roughness is shown

to be strongly dependent on the specifics of the

surface roughness and the primary ion beam

characteristics. We have found, that in the experi-

mentally relevant region of incident ion energies

the major effect of the roughness is the enhance-

ment of sputter yields. On the other hand, we

have investigated wide ranges of the roughness

parameters variations, without specific connec-

tions to available at the time experimental data.

In a certain range of parameters variations, the

yield was found to decrease below the flat surface
results. In general, the yield was shown to dem-

onstrate a substantial variation with the correla-

tion length and the penetration depth, where

also different regimes in the yield behavior were

uncovered. This emphasizes the crucial role,

which finest details of the surface morphology

play in defining the sputter yields from rough

surfaces.
While our model was developed for the single-

component systems, the multi-component targets

can, in principle, be described within the frame-

work of this approach, if it is modified accordingly

[59,60]. Indeed, according to [59], for a binary alloy

AB the yields of the constituents (A and B) can be

related through: YA=YB � MB
MA

� �2m
UB
UA

� �1	2m
, where

YA;B are the sputtering yields for the two species,

UA;B are the binding energies of the species at

the target’s surface and MA;B are the masses of

the target constituents. Although it is impossible

to directly compare the prediction of this model

with experimental results, the crude estimates show

that this approach can account for the matrix

elements of binary alloy reasonably well [59,60].
It should be noted that the model is not capable

to describe the erosion of dopants. (To our

knowledge, no reasonable approach exist, which

adequately describes the sputter yield behavior
for target dopants.) This represents one of the

major future challenges to the theory.

Although no direct experimental data exist on

the sputter yield dependence on the surface satu-
ration width (or the correlation length), which can

be compared with our results in the whole range of

roughness parameter variations (such as in [16]),

the yield modifications by surface roughness can

be considered a confirmed experimental fact. On

the other hand, additional experimental work is

clearly needed to investigate all the aspects of the

problem. Such study would require an investiga-
tion of the sputter yields, accompanied by the

simultaneous study of the surface morphology, for

instance, using the STM. Due to the high interest

in surface roughening during MBE growth, a

number of experimental techniques have been

developed that allow quite precise in situ mea-

surement of the surface width, while experimental

techniques providing the yield measurements were
in the place for a long time [1–3]. Consequently, it

is possible to verify experimentally the width

dependence of the yield. Moreover, the main effect

lies in the energy and roughness regimes that are

relevant under normal experimental conditions. As

previous studies have demonstrated [20–23],

bombarding a flat surface with ions at low enough

temperatures (when the surface diffusion is negli-
gible, and thus the ripple formation can be avoi-

ded) roughens the surface, the roughness varying

between 0.5 and 100 nm with the increasing flu-

ence. Our study indicate that the peak in the yield

(where the roughness generated yield enhancement

is the largest, and is easiest to detect) appears for

penetration depths between 0 and 60 nm, both

within the experimentally reachable ranges. Thus,
it is possible to investigate in details the yield

behavior near its predicted peak using the existing

experimental techniques.

One of the major motivations for investigating

the surface roughening effects was the belief that

by investigating the major forces acting during

roughening can help as either avoid roughness or

understand its impact on various technologically
important processes. Our study represents a major

step in this direction: making use of the funda-

mental discoveries made in the last decade, it

provides rather specific view on the influence of the
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roughness on the easily measurable parameter

(sputtering yield), and thus contributing to the

better understanding of ion beam sputtering, a

tool extremely important for both scientific re-
search and technology.
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